
MIXING PROBABILISTIC METEOROLOGY OUTLOOKS

IN OPERATIONAL HYDROLOGY

By Thomas E. Croley nt

ABSTRACT: There are now several kinds of probabilistic meteorology outlooks available to the water resource
engineer or hydrologist. These outlooks are defined over different time periods at different lag times, and they
forecast either event probabilities or only most-probable events. An existing operational hydrology approach
(for making hydrology outlooks) builds a set of hydrological possibilities from past meteorology to match
forecast event probabilities, but it does not consider most-probable event forecasts. This approach is extended
to mix both types of probabilistic meteorology outlooks in determining weights to apply to the set of hydrological
possibilities to make hydrological outlooks. Boundary condition equations for the weights are constructed cor-
responding to forecast event probabilities~ and boundary condition inequalities are constructed corresponding to
forecast most-probable events. The inequalities are converted to equivalent equations through the introduction
of additional variables. The resulting set of all boundary condition equations is solved for physically relevant
values. The solution is an optimization problem for the general case, similar to earlier consideration of only
forecast event probabilities. An example illustrates the concepts and methods.

PROBABiliSTIC METEOROLOGY OUTLOOKS

There are now several kinds of probabilistic meteorology
outlooks available to the water resource engineer or hydrolo-
gist. The National Oceanic and Annospheric Administration
(NOAA) Climate Prediction Center provides a monthly cli-
mate outlook at midmonth, consisting of a one-month outlook
for the next (full) month and 13 three-month outlooks, going
into the future in overlapping fashion in one-month steps. Each
outlook estimates probabilities of average air temperature and
total precipitation falling within the lower, middle, and upper
thirds of observations from 1961-90. The Climate Prediction
Center also produces a 6-10 day outlook, covering the five-
day period beginning six days hence. It predicts which of five
intervals of five-day average air temperature are expected; less
than the 10% quantile, between the 10% and 30% quantiles.
between the 30% and 70% quantiles. between the 70% and
90% quantiles, or greater than the 90% quantile. The quantiles
are defined from observations from 1961-90 (Hoopingarner,
personal communication, 1996). It also predicts which of the
three intervals of total precipitation are expected (lower, mid-
dle. or upper thirds of observations from 1961-90) or specifies
that no precipitation is expected. The Climate and Water in-
formation Branch of Environment Canada (EC) produces both
a one-month outlook at beginning- and midmonth and a three-
month outlook each quarter of average air temperature. Each
outlook predicts which of three intervals (lower. middle, or
upper thirds of observations from 1961-90) of one-month and
three-month average air temperature are expected. Environ-
ment Canada is also considering several new outlooks, exper-
imentally at the present time, for both temperature and precip-
itation over three-month periods going one year into the future
in three-month steps. All of these outlooks differ in several
important respects. They are defined over different time periods
(five days, one month, three months) at different lag times (zero
months, six days, 1/2 month, 1 112, 2 1/2, ....
12 1/2 months from when they are issued; real lags depend
on when they are actually used), and they specify either a
probability of falling within an interval (event probability) or
only the most-probable interval (most-probable event).
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HYDROLOGICAL OUTLOOKS

Users of probabilistic meteorology outlooks can inteIpret
them through an operational hydrology approach (Croley
1996, 1997) that considers historical meteorology as possibil-
ities for the future. The approach segments the historical rec-
ord and uses each segment with models to simulate a hydro-
logical possibility for the future; see Fig. 1. Each segment of
the historical record then has associated time series of mete-
orological and hydrological variables. representing a possible
"scenario" for the future. The approach then considers the
resulting set of possible future scenarios as a statistical sample
and infers probabilities and other parameters associated with
both meteorology and hydrology through statistical estimation
from this sample; see Fig. 1. However, the relative frequencies
of selected events are fixed at historical values that are incom-
patible (generally) with those specified in probabilistic mete-
orology outlooks. Only by restructuring the set of possible
future scenarios can we obtain relative frequencies of selected
events that match probabilistic meteorology outlooks. There
are many methods for restructuring the set of possible future
scenarios (Croley 1996, 1997; Day 1985; Smith et al. 1992).

Croley (1996, 1997) discusses restructuring to match fore-
cast event probabilities as given in NOAA's monthly climate
outlooks. However. his method does not address matching
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most-probable event forecasts such as the NOAA 6-10 day
outlook or the EC one-month and three-month outlooks. His
approach is extended here to mix all of these probabilistic
meteorology outlooks to make hydrological outlooks. The fol-
lowing two sections describe matching event probabilities and
most-probable events, respectively. Methodology is then pre-
sented to mix these outlooks followed by an example and dis-
cussion.

MATCHINGEVENT PROBABILITIES

Croley (1996), Day (1985), and Smith et aI. (1992) provide
weighted statistics defined over the set of possible future sce-
narios where the weights are determined to match forecast
event probabilities. [See Croley (1996) for more information
on the underlying concepts.] For example

1" .
P[X s x] = - £.J WI; 0... {,IxiS x} (1)n IEn

where P[ ] denotes relative frequency (used as probability es-
timate);X =any variable(eitherhistoricalmeteorologicalor
simulated hydrological); x =value of X; n =number of pos-
sible future scenarios (number of historical record segments);
and WI=weight to apply to ith value of X (XI)in set of possible
future scenarios. Read the set notation in (1) as ".0 is the set
of all values of i such that XI S x." Note that the n weights
sum to n. If WI= 1, i = 1, . . . . n. then (1) givescontemporary
(unstructured) estimates.

As just mentioned. the weights were determined by match-
ing relative frequencies, in (1). to the event probabilities of
the NOAA Climate Outlook

! 2: WI =peT. S T..o.m]; A. "" {ilt'.1 S T..o.m}; g =1. . . . , 14
n IE",

(2a)

! 2: WI =peT. > T,.0...,7];
n lEa,

B. a {ilt..I> T..O.667};g = 1, 14

(2b)

! 2: WI =P[Q.S 9..0.333];C.;5 {ilq..1S 9..o.m}; g = 1, . . . ,14
nlEC,

(2c)

! 2: w/=P[Q.> 9..0.667]; D. IE {ilq'.I> 9..0.667}; g= 1,...,14
nlED,

(2d)

1 n

~2: WI =11_.
(2e)

where T. and Q, =average air temperature and total precipi-
tation,respectively,over periodg (g =1 correspondsto one-
month period, and g =2, . . . , 14 corresponds to 13 successive
three-month periods. each overlapping by one month); T,.'Yand
6,.'1 =. respectively, temperature and precipitation reference "Y-
probability quantiles for period g; and t,.1 and q,.1 =average
air temperature and total precipitation, respectively, over pe-
riod g of scenario i. Note that the different periods, g, have
different lengths and lag times but the event probabilities are
all functions of a single set of weights, Witi = 1, . . . , n. As
written here in (2a-e). all scenarios are considered to contain
period g, for all values of g. If this is not the case, then only
those n scenarios that do contain period g, for all values of g,
are used in practice. Eq. (2e) corresponds to the relative fre-
quencies summing to unity. Redundant and nonintersecting
(infeasible) equations must be eliminated so that the remaining
m equations number less than or equal to n. If m =n, (2) can
be solved via Gauss-Jordan elimination as a system of linear
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equations for the weights, Witsince the equations would be
independent and intersecting (in n-space). For m < n, there are
multiple solutions, and identification of the "best" becomes
an optimization problem; e.g., Croley (1996) suggests

n n

min 2: (WI - 1)2 subject to 2: 0t.IW/ =et; k =1, . . .,m (3)
I-I ;-1

where "subject to" constraint equations =remaining m equa-
tions identified in (2) but rewritten in alternate form; at.1 =0
or 1 corresponding to exclusion or inclusion, respectively, of
each variable in the sets of (2); and et corresponds to event
probabilities specified in the probabilistic meteorology outlook
(e.g., e. =nP[T.S T..o.m]; k = 1, . .. , 14).

MATCHINGMOST-PROBABLEEVENTS

Consider matching most-probable event forecasts such as
those available as NOAA's 6-10 day outlooks for average air
temperature and total precipitation or EC's one-month and
three-month outlooks for average air temperature. Most-prob-
able event forecasts are a special case of a more general cat-
egory of probability statements. Generally, r + 1 intervals for
a variable's values are set by defining interval limits, 2:J< 2:2
< ,.. < 2:,.The general form of the probability statement, to
which a most-probable event forecast can be cast, is that the
jth event (interval) has a probability in excess of a specified
value. written here in terms of the relative frequencies to be
matched

P[Z/_. < X S z/] > <1>/ (4)

where X may be average air temperature or total precipitation;
and <1>/= probability limit; 2:0= -00 and 2:,+J= +00 are under-
stood and, for these c~es, (4) is defined to be

P[zo< X S z.] =P[X S z.] (Sa)

P[z, < X S Z,+.]= P[X> Z,] (5b)

[In both the NOAA and EC forecasts of most-probable events,
2:.is defined as the "Ytquantile (~.) estimated from the 1961-
90 period

P[X S ~t] ="Yt; 1 S k S r (6)

where "YI< "Y2< .. . < "y,;and <1>.is defined in terms of quantile
probabilities

<l>t="Yt-"Yt-.; IskSr+l (7)

where "Yo=0 and "y,+.= 1. For the NOAA 6-10 day most-
probable event temperature forecast, r =4, "YJ = 0.1. "Y2=0.3,
"Y3 = 0.7, and"y. = 0.9 (4). = 0.1,4>2 = 0.2,4>3 = 0.4,4>. = 0.2,
and 4>,= 0.1); for the NOAA 6-10 day most-probable event
precipitation forecast and both the EC one- and three-month
most-probable event temperature forecasts, r = 2, "YJ = 1/3,
and"Y2 =2/3 (4). = 4>2 = 4>3 = 1/3). However, the more general
definitions of 2:. and 4>tare used herein to allow for other
outlooks that may be more broadly defined than either of the
present NOAA or EC most-probable event forecasts.]

Many most-probable event forecasts are implicitly accom-
panied by the assumption that only the most-probable interval
has forecast probability exceeding its reference probability. Eq.
(4) would then become

P[z/-.< X S z/] > <1>/ (8a)

P[ZH<XSZt]S<I>t; k=I, r+l; k~j (8b)

Alternatively, (8) can be written as

P[not(z/_I< X S z/)] < 1 - 4>/ (9a)



P[Z.-I < x S Z.] S <1>.; k =I. r + I; k ~j (9b)

If the assumption is not desired then the r equations in (9b)
are omitted.

Weights are determined by matching relative frequencies. as
in (1). to the most-probable interval forecasts of (9)

.!. L w,< I - <l>j; Ej is (ilnot(Zj_1 < X, S Zj)} (lOa)
n lEE,

.!. L W,S <1>.;F. - {ilz._1< X, S Z.};
n IEF.

k=I r+ I; k~j

Alternatively. we can write (10) as follows:

(lOb)

.
L aj"w, < ejI-I

(1Ia)

.
L at.,w, S e.; k =I. r + I; k ~j (llb)
I-I

where at.1are defined similarly to (3) as 0 or 1 corresponding
to exclusion or inclusion. respectively. of each variable in the
sets of (10); and e. corresponds to probability limits specified
in the most-probable event forecast [ej =n(1 - <Pj)and e. =
n<phk ~ j]. The r + 1 inequalities in (11) represent one most-
probable event forecast; if we have multiple most-probable
event forecasts (from different agencies. for different periods
and lags. and for different variables). we represent them by
the p + q inequalities.

L a..,w, < e.; k = I. . . . . Pi-I
(l2a)

.
L a..,wlS e.; k =p + I. ' . . .p + qI-I

(l2b)

where p =total number of "strictly less-than" constraints; and
q = total number of "less-than-or-equal-to" constraints to be
considered. Note that while (12) may refer to different varia-
bles over different periods with different lengths and lag times.
the equations are written in terms of a single set of weights
(W,. i = 1. . . . . n). as was done for (2).

MIXINGPROBABILISTICMETEOROLOGYOUTLOOKS

By adding the constraints corresponding to most-probable
event forecasts in (12) to those of the event probability fore-
casts in (3). we now have the optimization.

minL (w, - Ii subjecttoI-I
(13a)

.
L a..lw,= e.; k = 1. . . . . mI-I (l3b)

.
L a..,w,< e.; k = m + I. . . . . m + pI-I

(l3c)

.
L a..,w,S e.; k = m + p + 1. .. ..m + p + q (13d)'-I

which is equivalent to .
min L (WI - Ii subject to (l4a)

I-I

.
L a..,w,=e.; k = I. . . . .m (14b)I-I

.
L at.,w,+ W.+t-..= e.; k = m + 1. . . . . m + p + q (l4c)I-I

W,> 0; i =n + 1. . . ..n + p

W,~ 0; i =n + p + I, . . . .n + p + q

(l4d)

(l4e)

where W" (i =n + 1. . . . .n + p + q) = "slack" variables
added to change consideration of inequality constraint to con-
sideration of equality constraint in optimization. This. in turn.
is equivalent to

.
minL (w, - 1)2 subject to

I-I
(lSa)

".P+f

L a..,w,= e.; k = 1. m + p + q
i_I

(lSb)

W, > 0; i =n + 1. . . . .n + p (ISc)

(lSd)W, ~ 0; i =n + p + 1. . . ..n + p + q

where the additional coefficients are defined as follows:

a..,= 0; k =1. . . ..m; i =n + 1. . . . .n + p + q (l6a)

a..,= 1; k = m + 1 m + p + q; i = n + k - m (l6b)

at.,=0; k =m + I m + p + q; i> n. i ~ n + k - m
(l6c)

If we ignore the nonnegativity constraints (w, > O. i =n +
1. . . ..n + p and W,~ O. i = n + p + 1. . . ..n + p + q)
for now. (15) becomes

.
minL (w, - Ii subject to

I-I
(I7a)

lI+p+q

L a..,w,= e.; k =I.....m + p + q (l7b)'-I
which is similar to (3) and may be solved as before (Croley
1996) by defining the Lagrangian (Hillier and Lieberman
1969)

. ...+p+q
(

.+p+q

)L =L (WI - 1)2 - L A. L at.,w,- e.
~I j_1 ~I

(l8)

(where A. = unit penalty of violating kth constraint in opti-
mization) and by setting the first derivatives with respect to
each variable to zero

oL ..+p+q
~ = 2(w, - I) - L A.a..,= 0; i = 1.. .. . nuW, ._1

oL ..+p+q
- = - L AtD..,=0; i =n + 1.. . .. n + p + qOW, ._1

oL .+p+q
"'7" = - L at.lw, + e. = 0; k = 1. ....m + p + q
01\,. I_I

(l9a)

(l9b)

(l9c)

We have a set of necessary but not sufficient conditions for
the problem of (17). Eqs. (19a)-(19c) are linear and solvable
via the Gauss-Jordan method of elimination. Sufficiency may
be checked by inspection.

The solution of (17) may give positive. zero. or negative
weights and slack variables. but only nonnegative or strictly
positive weights (either W, ;:: 0 or w, > O. i = 1. . . ..n) and
slack variables(w, > O.i =n + 1. . .. .n + p and W,;:: O.
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i = n + p + I, .. ., n + p + q) make physical sense, and
we must further constrain the optimization.1\vo casesarise
here

WI > 0; i = I, ..., n (20a)

(20b)

(20e)

Wi> 0; i = n + I, . . . , n + p

Wi 2: 0; i = n + p + I, ..., n + p + q

and

W,2: 0; i = I, .. ., n (21a)

(21b)WI> 0; i = n + I, ..., n + p

Wi 2: 0; i = n + p + I, ..., n + p + q (21e)

In both cases, we have a mixture of strictly positive (Wi> 0)
and simply nonnegative (Wi 2: 0) weights and slack variables
for the optimization. These additional constraints can result in
infeasibility (there is no solution), and equations must be elim-
inated from (17b) to allow a feasible solution. To facilitate
this, the engineer or hydrologist must prioritize the probabi-
listic meteorology outlook settings [and, hence, the equations
in (17b)] so that the least important ones (lowest priority) can
be eliminated first. The equation in (17b) corresponding to
(2e) should always be given top priority.

A method of successiveoptimizations is depicted in the pro-
cedural algorithm of Fig. 2; it preserves as many of the prob-
ability settings as possible while yielding results identical to
earlier methods when no slack variables are present (Croley
1996). In Fig. 2, if simple nonnegativity conditions would be
violated in an optimization, even though positivity conditions
may also be violated, the method adds a zero constraint (WI=
0) for each negative variable (Wi < 0), as long as the resulting
constraint set still represents a nonempty space, and re-solves
the optimization. If the resulting constraint set would represent
an empty solution space, then the method eliminates all earlier-

ORDER SETTINGS & EUMINATE INCOMPATABLE LOWEST-QRDER SETTINGS

(M :>m + p + q AND M:> n + p + q)

REMOVE LOWEST PRIORITY SETTING;

(M~M-I)

AND ASSOCIATED SLACK VARIABLE (IF ANY)

(p .p-I or q = q-I)

yes

OPTIMIZE FOR WEIGHTS:

minL(w/-1)2
S.t. LGt.iwi = 't. k =I M;

w<1t) = O. k = I Z

ADD.Wi = 0" FORAU. (.) wi 2: OVlOLA'ltONS[i . i(Z+I). i(Z+.)]
(Z = Z+.)

FIG. 2. Determining Physically Relevant Weights and Slack
Variables
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added zero constraints and the lowest-priority probability set-
ting instead and re-solves the optimization. If only positivity
constraints would be violated, then the method simply elimi-
nates all earlier-added zero constraints and the lowest-priority
probability setting and re-solves the optimization. 1\vo varia-
tions are depicted in Fig. 2. "Method I" guarantees that only
strictly positive weights will result, as in (20), and all possible
future scenarios are used (no scenario is weighted by zero and
effectively eliminated). "Method 2" disallows some of the
possible future scenarios (by allowing zero weights), as in
(21); this generally allows satisfaction of more event proba-
bility settings than does method 1.

MIXEDMULTIPLE OUTLOOKS EXAMPLE

In making a hydrological outlook on July 4, 1996, we have
available probabilistic outlooks made on the following four
separate dates: (1) the NOAA climate outlook for July 1996
(event probabilities for July air temperature and precipitation
and for three-month air temperature and precipitation over 13
periods, successively lagged one month each, starting with
July-August-September 1996) made June 13, 1996; (2) the
NOAA 6-10 day outlook for July 9-13, 1996 (most-probable
event for five-day air temperature and precipitation) made July
3, 1996; (3) the EC climate outlook for July 1996 (most-prob-
able event for July 1996 air temperature) made July I, 1996;
and (4) the EC climate outlook for June-July-August 1996
(most-probable event for three-month air temperature) made
June I, 1996. Values for the Lake Superior basin are abstracted
from these outlooks in Fig. 3. Note that the EC outlook for
July 1996 in Fig. 3 is incompatible with the NOAA one-month
outlook for the same period. Twenty-one settings are arbitrar-
ily selected, shaded in Fig. 3, in the priority order indicated
in Fig. 4, to make a hydrological outlook for Lake Superior
beginning July 4, 1996. The priority order was set arbitrarily

Event Probabilities for July 1996 Air Temperature and Precipitlltion and for JAS 1996 through JAS 1997 Air
Temperature and PrvcipitallOn. forecast 13 June 1996 by NOAA:

P(TJ~ S 1'/.."..0.333] . 0.333 P{00ND96 > BOND.O_667] .0.333 P(C2MAM91' S B.w..w,O.J]]] . 0.333

;;TI""" > 1111II)o.0.667]. 0.333 P{TNDl96 S tNDJ,O.JJ3] = 0.333 P(f1.vA.w97 > Bj£W.O.661] .. 0.333

p(OJIII)96 S BJ-'1,Q.3J3] .. 0.333 P{TNDJ96 > TNDJ.0.661] . 0.333 P(TAM./97 S TAMJ.O.JJ3] .0.333

i(OJIIIJ'M > 9JIIIJ.0.667].0.333. P(QNDJ96 S 9NDJ.OJU] .0.333 i(TAM./97 > TAMJ.G.661].. 0.333

i{TJAS'96S TJAS.OJ3'].0.313 P(ONDJ96> 8NDJ.0.667].0.333 P(a.uu97 S 9,wJ.OJU] . 0.333

J(tJAS96 > 1'JAS,O.661] . 0.333 ;[TDJ196 s: TDJ,.OJn] .. 0293 P{Q..uu97> 8,wJ.0.667]. 0.333

P(OJ-U96 S 8JAS.OJJJ] . 0.333 . .&(TlUF96 > TDJF.O.667] -.~.313 P(TAlJJ97 S TAUJ.O.JJJ] . 0.333

P{CUA.n6 > BJAS.0.667] .0.333 p(aDJF96 S 8DJF.0,J3J] .0.333 .i{T.wJJ97 > T.wJJ.0.661] . 0.333

P(TAS096 S TASO.OJ)J] .0.333 i{QDJn6 > 8DJF.0.667] . 0.333 P(Q.wJJ97 S 9.wJJ.0.3J3] . 0.333

P(TA$096 > f'ASO.0.661] . 0.333 ..1{?iFM91 ~ .~J1Jf,D.333). ~~.3 P(a..uJ91 > 8WJ,O.667] . 0.333

p(Q.uoMS 8,uo.0.33)]. 0.333 i{TJFJt9'7> f'J1JI.o.667].. 0.403' P(TJJA91S TJJA.OJU].0.333

p(a.uo.. > 8ASO.0.667].0.333 i(aintt?s 'J1Jf.0.3n] . 0.393 P(TJJA91> TJJA.0.667].0.333

i{r 0" <SON..",]-~3 .I[a",,., > 8/FA, ,] - 0.273 i{1ZuA91. 8UA""")- 0333
J(7imM, > ISON,o.d671- G.303. p(T'MAn S TFWA.D.333] . 0.333 P(CUJA91 > 8JJA.0.667] . 0.333

i{~ S 8SON.0.3n]. 0.33; P(TFWA97> fFWA.0.667] .0.333 P(TJAS'91 :S TJAS.OJU].. 0.333

i{l2scw96 > 8SON.0.667]-0.333 P(O,MA97 S 8FNA.OJn] . 0.333 P(TJAm > 1JAS.0.667]. 0.333

P{TON096S 1OND-0.3"] .. 0.333 i{OFMA97 > 8FMA.0.667] .0.333 ';lhu97 S 'JAS.OJ))] . 0.333

';TOND96 > 10ND.0.667] .0.333 .){T~~91 S T'NAM,OJ33] .0.J03 ';o"Am > 'JAS.0.667] . 0.333

P(C1oHD96 S 8OND.0.333] .0.333 j(TJ1A.1197 > f'ICAII,D.667] -0.363

MoaI.P_. Evon. lor 9-13 July 1996 AI, TemporelulO end Procipitotion.lorocast 3 July 1996 by NOAA:

ifT9-')JIIf196 S 19-UJ8f)o.0.IOO]S OJOO ..'~ ... ...'t:,'- -:._='. .:.' ': .

P(19-1).I8I)o.0.100< T9-IJJIII)96S 19-1).111I),0,)11O]> 0.200 '.. ;[OJ-13Jw,96 S Bt-J1JIII)',om]S 0.333

P(19-1).I1II7.0.JOO< T9-IJJIIIy96S 19-1).1.".0.700] S 0.400 i{~9-IJJ"'.~.< ~13J~ $-8":1",.",0.&\7] >; 0.3341

P(19-11J.".0.700 < T9-IJJIII796S 19-1);-'7,0.900] S 0.200 i{"'-I1J.".>'-e;"'I~.o.6I57]"S 00333

P(T9-IJJa1y96> 19-IJJIII)'.o.9OO]S 0.100

Moat.Probable Event for July 1996 Air Temperature.

Iorocost 1 July 1996 by EC:

i{TJa1J96 S 11.0.33:1] > 0.333

.&(1'181).0333 < TJ.r,96 S 1J.,,:G.667]S 0.3341

.;'rJ';'" > <J..; ,] . 0333

Most.Probabt8 Event forJJA 1996 AirTemperature,
to_II Juno 1996 by EC:

i{TJJA"-S fJiA.om] S 0.333

P(TJJA.CUD< TJJAt6 S f'JJA.D.667]> 0.334

, ~TJJ~" > ~JJA.D.661]S 0.333

FIG. 3. Lake Superior Probabilistic Meteorology Outlooks
AvailableJuly 4, 1996



for this example to reflect user confidence in the settings, with
the earliest, shortest outlooks given highest priority. Other pri-
ority orders are possible, of course, and are discussed subse-
quently. Note in Fig. 4 that the settings corresponding to
"greater-than" inequalities in Fig. 3 were rewritten to be
"less-than" inequalities as indicated in (9). These 21 outlook
settings are used with inspection of the 45 12-month time se-
ries, beginning July 4 from the available historical record of
1948-93, to construct 22 equations represented by (17b) in
Fig. 5. The first row in Fig. 5 corresponds to (2e), wherein all
weights sum to the number of scenarios (45 in this example).
Rows 2-10 in Fig. 5 correspond to the nine inequalities at the

P(Or-I3J1I/196 S 89-13/0".0.333] S 0.333

~DOt(89-13J.",.0.333 < Or-13/11/196S 89-13/.",.0.667)] < 1-0.334

P(Or-I3J1I/196 > 89-13/.",.0.667] S 0.333

~not(T/II/196 S ~/o".O.333)] < 1-0.333

P(~/oIy.0.333 < 7ioly96 S ~/o".O.667] S 0.334

P( T/II/196> ~loly.G.667]S 0.333

P(TIJA96 S ~/JA.0.333]S 0.333

~not(~JJA.0.333 < TIJA96 S ~IJA.o.667)]< 1-0.334

P(TIJA96 > ~IIA.0.667] S 0.333

P(TIA.S'96S ~JAS.0.333]. 0.313

P( TIA.S'96 > ~ IAS. G.667] . 0.353

.e[TSON96S ~SON.0.333]. 0.363

P(TSON96> ~SON.o.667]'" 0.303

P(T01196 S ~01F.0.333] =0.293

P(T01196 > ~01F.0.667] . 0.373

P(TJFM97S ~/FM.0.333].0.263

P(TIFM97 > ~JFM. 0.667] . 0.403

P(C2.JFM97 S 8IFM.0.333] '" 0.393

P(C2.JFM97 > 8JFM.0.667] '" 0.273

P(TMAM97 s ~MAM.0.333]'" 0.303

P(TMAM97 > ~MAM.O.667] '" 0.363

(NOAA 6-1011)

(NOAA 6-1011)

(NOAA 6-1011)

(Eelm)

(Eelm)

(Eelm)

(EC3m)

(Ee3m)

(EC3m)

(NOAA 3m)

(NOAA 3m)

(NOAA 3m)

(NOAA 3m)

(NOAA 3m)

(NOAA 3m)

(NOAA 3m)

(NOAA 3m)

(NOAA 3m)

(NOAA 3m)

(NOAA 3m)

(NOAA 3m)

FIG. 4. Selected Outlook Probability Settings In Priority Order

"Priority (1 . highest).

bCoeflleients in (1Th) defined for each selected probability selling. k, of the
climate outtooks, and for each scenario. i, in the historical record (i = 1. 45)or
for each slack variable (i =46. 54).

.Probabillty of selling muRiplied by the number of scenarios in the historical
record (. '" 45).

FIG. 5. Boundary Condition Eqs. (17b) for July 4, 1996 Lake
Superior Outlook

TABLE 1. Climate Outlook Weights Using all Outlook Set-
tings"

.Solution of (17) with Fig. 5 coefficients and method 2 in Fig. 2; all
outlook settings in Fig. 4 are used.

top of Fig. 4, wherein slack variables (W46, ..., WS4)were
added to convert the inequalities into equations. Rows 11-22
in Fig. 5 correspond to the 12 equations at the bottom of Fig.
4. Table 1 presents the solution of these equations, found by
minimizing the deviation of weights from unity, as in (17), by
utilizing all 21 climate outlook settings (method 2 in Fig. 2).
All computations were made with probabilities (both reference
quantiles and forecasts) significant to three digits after the dec-
imal point. Note from Table 1 that all weights are nonzero,
indicating that all historical scenarios are used.

Finally, an example probabilistic outlook for four variables
is given in Fig. 6 over the period from July 4, 1996 through
July 1997. There were 45 values of each modeled monthly
variable (basin moisture, runoff, lake temperature, and lake
evaporation), over each of the 12 full months and one partial
month (July 1996), corresponding to the 45 scenarios used in
the simulation. Each of these 52 samples of 45 values was
used with the weights in Table I in (1) to compute nonpara-
metric distributions for the probabilistic outlooks.

METHODOLOGYCONSIDERATIONS

An artifact of the methodology pictured in Fig. 2 is that the
elimination of a couple of constraints from a previous solution
(i.e., expanding the constraint space of the optimization) could
result in the methodology eliminating even more constraints
in its new search for a solution (optimum solution to the ex-
panded constraint space). That is, if we had an optimum so-
lution to a set of constraints that also satisfied (20) or (21), it
theoretically should be possible to eliminate a couple of con-
straints, redo the optimization, and then find the new optimum
solution no longer satisfies (20) or (21). In this case, the con-
tinuing methodology of Fig. 2 would eliminate the lowest-
priority constraint and re-solve the optimization until an op-
timum solution is identified that also satisfies (20) or (21).
Since the solution to a set of constraints also satisfies any
subset of those constraints, we might be surprised that the
methodology of Fig. 2 could possibly continue searching for
a solution by eliminating even more constraints, after we had
broadened the constraint space by removing some constraints.
While unobserved so far, this should be possible. It would
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WeightCoefficient...... i=I,....54b
k" Scenario WeightS i. Slack . <.

.
iya1I.es11\ (2) ..J>; 3.':'. 141

1 111111111111111111111111111111111111111111111OOOOOOO9O1.000 x 45
2 110101I 10001100010000100001100001101000001loo.\booooooo 0.333 x 45

3 1101111110111001111001011011001011110011II 1001Jl()()O()()()!10.666 x 45
4 000010001010000101100001100000100010001110000 00100000o . 0.333 x 45
5 110011110101010110100010011111011111101111100'000100000 0.667 x 45
6 10001110000001OOOOOOOOOOO10011011110101000100 'ooo6fooOo 0.334 x 45
7 010000010101000110100010001100000oo1000111000'000001000 0.333 x 45
8 0011000000100000o 10110011000011000I0010000001,cOOOO(nOO0.333 x 45
9 01I 101010011010101111011100111100011110110011 'OOiiooooio 0.666 x 45

10 010001010001010100100010000110000001 100110010 dOoooooor 0.333 x 45
11 001100101000001001010001101001000010010000001 OOOOOOOOO 0.313x45
12 11001101000111010010011001000000000100011101O,' 0.353 x 45
13 000100000oo 1000001100000101010011000011000010 OOOOOOOOO0.363 x 45
14 10000 1101 0101111 00001 01101000 10000011OOOOOOOOOOOOOOOOO 0.303 x 45
15 OOOOOOOO10100I 1010 10000 10100 I01 001 OOOOOOOOOOO.()()()()()(IOO(0.293 x 45
16 100111110101000101001000001000011010001100111OOOOOOOOO0.373 x 45
17 01OOOOOOOO1000101 0 1001 0101 00011 001OOOOOOOOOOOOOOOOOOOO 0.263 x 45
18 0001110001001001OOOOOOOO100010001010111001I II OOOOOOOOO'0.403 x 45
19 00000oo1 I 111101000001100000oo1000011011000III ooooOixJoo 0.393 x 45
20 11101 I 1OOOOOOOOOO11000110011101OOOOOOOO110000 oooOOoiJoo 0.273 x 45
21 010001010001000010100111011000 I OOOOOOOOO10000OOOOOOOOO. 0.303 x 45
22 00000o 1001000100000 I0000 100010001000111101101 OOOOOOOOO0.363 x 45

Year Weight Year Weight
(1) (2) (3) (4)

1948 0.056668 1971 0.893248
1949 0.690534 1972 1.790025
1950 0.702190 1973 1.310190
1951 1.084638 1974 1.023160
1952 0.251568 1975 0.682992
1953 0.389880 1976 1.568554
1954 0.238341 1977 0.857767
1955 0.893465 1978 1.093807
1956 1.136410 1979 1.396049
1957 0.978764 1980 1.372525
1958 1.080701 1981 1.027267
1959 1.407542 1982 0.690876
1960 0.841958 1983 0.866815
1961 1.295717 1984 1.342744
1962 0.947023 1985 1.757465
1963 0.629091 1986 1.492841
1964 1.385337 1987 0.430635
1965 0.817966 1988 1.032797
1966 1.446744 1989 1.095609
1967 1.300806 1990 0.825888
1968 0.782530 1991 1.177490
1969 1.102380 1992 0.845085
1970 0.965916
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FIG. 6. Example Lake Superior Hydrological Outlooks, July 4,
1996

result because the methodology only finds an optimum solu-
tion, which might not satisfy (20) or (21), and disregards other
feasible solutions to the constraint equations. There are always
other feasible solutions (combinations of weights that satisfy
all the constraints) that are not optimum. We are interested in
those solutions too; the optimization in Fig. 2 is only a device
to find a solution that might also satisfy (20) or (21). Unfor-
tunately, systematic searches of the constraint space in (17) for
feasible solutions (not necessarily optimum) that also satisfy
(20) or (21) involve evaluation of numerous roots, which is
computationally impractical. If we could formulate an accep-
tance criterion for usable solutions (not necessarily optimum),
then evaluation of all solutions is unnecessary and we might
build a partial search algorithm that is practical. Again, how-
ever, there is not an obvious way to guarantee that the length
of the resulting search is acceptably short.

Another problem in either the sequential optimization ap-
proach used here or in a partial search algorithm, just de-
scribed, is the selection of a priority order. Priorities may be
assigned according to user confidence in the meteorology out-
looks, user goals or purposes for which the hydrological out-
looks will be used (e.g., February air temperatUres may be
much more important for snow melt events than June-July-
August precipitation), or something other. Other priority orders
may give satisfaction of more equations (Croley 1996). For
example, if the first 32 equations identified in Fig. 3 are used
in the priority of their appearance there, then the algorithm of
Fig. 2 [used to satisfy (21), (method 2)] gives weights that
satisfy the first 30 of those equations, when used with the 4S
scenarios of the available historical Lake Superior basin me-
teorology record. Alternatively, if the priorities of these 32
equations are reversed, then the first four equations in Fig. 3
are unused. Elimination of other than lowest-priority equations
would lead to alternate solutions too.

Inspection of L~econstraints is always a good idea, to avoid
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i{ 7i0/196 :s; ~ hoI1.o.m] - 0.333

i{TJo/196 > ~ JoJ" CI.667] - 0.333

i{T.1AS96 :s; ~JA.S.G.3n] - 0.313

i{TJA.S96 > ~JA.S.CI.667] - 0.353

i{ T AS096 :s; ~ ASO. G.333] - 0.333

i{TAS096 > ~ASO.CI.667] - 0.333

i{T9-tlJo/196 :s;f9-tlJoJ"OJOO] :s;0.100

i{~9-13JoJ,.O.IOO< T9-t3Jo/196 :s;~9-llJoJ,.G.300] > CI.2OO

i{~9-llJoJ,.G.300 < T9-llJo/196 :s; ~9-llJoJ,.o.700] :s;0.400

J(~9-llJ"".O.700 < T9-llJo/196 :s; f9-llJoJ,,03OO] :s;0.200

i{T9-UJo/196 > ~9-llJoJ,,03OO] :s;0.100

FIG. 7. Dlfflcult-to-Satlsfy Temperature Outlook Probability
Settings In Priority Order

mixing settings that may be difficult to satisfy simultaneously.
Elimination of a difficult-te-satisfy setting, which is of mar-
ginal interest to a user, may allow the satisfaction of more
probability setting constraints in method 1 or the use of more
scenarios in method 2. For example, consider using the first
six temperature event probabilities from the June 13, 1996
forecast by NOAA and the most-probable temperatUreevent
from NOAA's July 3, 1996 forecast from Fig. 3 in their order
of appearance there. These are summarized in Fig. 7. If using
method 1 (to guarantee all scenarios are used) in the opera-
tional hydrology analysis, then the last four equations in Fig. 7
would be unused (eliminated in the algorithm of Fig. 2) with
the Lake Superior basin data. Alternatively, by eliminating
only the second equation in Fig, 7, all remaining probability
setting constraints would be used. (Equivalently, we could
have placed the second equation in Fig. 7 last in the priority
structure where it then would have been eliminated.) This is
because the second equation and the last five inequalities in
Fig. 7 may be difficult (but not impossible) to satisfy simul-
taneously, depending on the historical meteorology of the
available scenarios. That is, it may be difficult to get a uniform
distribution for July temperature with an increased probability
of low temperature for July 9-13. If method 2 is used (to
maximize the number of probability setting constraints used
in Fig. 7), the same thing happens in this example.

Of course, it is also important to eliminate truly incompat-
ible settings, as indicated in the first block of the algorithm of
Fig. 2 and as was done in the example of Figs. 4-6 and Table
1. As noted previously, the EC outlook for July 1996 in Fig. 3
is incompatible with the NOAA one-month outlook for the
same period. In particular, the following two equations are
incompatible:

P[T'uJy96S TJuJy.o.m]=0.333; (NOAA event probability) (22a)

P[7juJy96:S TJuly.o.m]> 0.333; (EC most-probableevent) (22b)

The NOAA one-month outlook was eliminated prior to the
computation of weights. In the consideration of the four types
of outlooks portrayed in Fig. 3, there may be, in general, truly
incompatible settings only between the NOAA one-month
event probabilities and the EC one-month most-probable
event, or only between the NOAA three-month event proba-
bilities and the EC three-month most-probable event; these are
easily checked by inspection.

EXTENSIONS

The formulation of an optimization problem allows for a
general approach in determining operational hydrology
weights in the face of multiple outlooks where many solutions
are possible but difficult to systematically evaluate. In the ab-
sence of a partial search algorithm for finding and evaluating



other (than optimum) solutions (feasible weight combinations),
one could modify the optimization objective function. For ex-
ample, replace (l7a) for method 1 with

min [i (w, - 1)2 + ~f(w,) + "~f g(WI)]
(23)

'-I I_I 1_II+p+.

or for method 2 with

min [i (w, - 1)2 + i g(w,) + ~ f(w,) + "~f g(WI)
]'-I i_I ,.,,+1 '...+p+l

(24)

and M = very large number. Minimization would force positive
or nonnegative solutions if they exist. However, these for-
mulations are not amenable to the techniques employed here
in terms of defining a Lagrangian function that is continuous,
and allowing linear equations that are solvable via the Gauss-
Jordan method of elimination.

Note that any meteorological probability constraint can be
incorporated into a hydrological outlook because it must be of
one of the following general forms:

P[ZI < X s Z2] = a

P[z\ < X s Z2] > a

P[ZI < X s Z2] < a

P[ZI < X s Z2] ~ a

P[z\ < X s Z2] S a

(200 )

(26b)

(26c)

(26d)

(26e )

and all of these forms, or their converses, are considered in
the development of the algorithm in Fig. 2. Of course, if the
user adds additional probability constraints, he or she must
also check for incompatibilities within the entire constraint set.

SUMMARYAND CONCLUSIONS

Today's probabilistic meteorology outlooks of event prob-
abilities or most-probable events can be mixed in operational
hydrology outlooks so that hydrological forecasts match me-
teorological outlooks. This mixing is accomplished by ex-
pressing all meteorology outlooks as equality or inequality
constraints in an optimization, converting the problem to an
equivalent set of equations, and solving them similar to an
earlier method for considering only equations (event proba-
bilities). The reformulation of the earlier method requires mod-
ification of the earlier method algorithms, but yields the same
results when applied to only event probabilities. The mixed
multiple outlooks example for July 4, 1996 on the Lake Su-
perior basin illustrates the method and the importance of pri-
oritizing the meteorology outlooks.

Results depend on priority order and on identification of
meteorology outlooks that are difficult-to-satisfy or truly in-
compatible. The methodology may be extended by redefining
the optimization objective function to allow direct considera-
tion of nonnegativity or positivity constraints; however, an al-
ternate solution would be required. Alternatively, formulation
of an acceptance criterion, for usable solutions that are not
necessarily optimum, would enable a partial search algorithm
to identify more solutions. This could allow for satisfaction of

--

more meteorology outlooks or allow for the use of more his-
torical scenarios in operational hydrology outlooks, than does
the optimization methodology. It would also avoid the theo-
retical problem of elimination of additional constraints upon
the reduction of a few (expansion of the solution space). How-
ever, the length of the resulting search is not obvious and may
be unacceptably long. Finally, any probabilistic meteorology
outlook can now be incorporated into an operational hydrology
outlook since all general forms of probability constraints are
now considered, in addition to different lengths and periods
of time.

A specially designed graphical user interface is available as
Windows and Windows95 applications, to make all computa-
tions (outside of the hydrological modeling), for use by others
in utilizing the NOAA Climate Prediction Center Climate Out-
look of event probabilities, its outlook of most-probable 6-10
day events, the EC outlooks of most-probable one-month and
three-month events, and user-defined probability constraints on
future meteorology. The code finds all necessary reference
quantiles for using outlooks, sets up the optimization of (17),
and performs sequential optimizations (either to use all his-
torical data or to maximize use of climate outlook settings).
The interface allows for understandable interpretation of all
agency outlooks and straightforward assignment of relevant
priorities.

The weights and, hence, the derived probabilistic hydrology
outlooks may be sensitive to the choice of the objective func-
tion used in the optimization, to the priority order assigned by
the user to the probabilistic meteorology outlooks, and to the
meteorology probability values interpreted by the user from
agency outlooks. The effect of the first is best studied with
additional research. The effect of the latter two, however, may
be assessed by users in their own applications, by simply re-
peating all calculations with alternate priority assignments or
probability values. This is greatly facilitated by the graphical
user interface. A recomputation of weights and their applica-
tion to make probabilistic hydrology outlooks does not require
re-creating the hydrological scenarios to which to apply the
weights.

ACKNOWLEDGMENT

This paper is GLERL contribution no. 1023.

APPENDIXI. REFERENCES

Croley D, T. E. (1996). "Using NOAA's new climate outlooks in oper-
ational hydrology." J. Hydrologic Engrg., ASCE, 1(3), 93-102.

Croley II, T. E. (1997). "Water resource predictions from meteorological
probability forecasts." Sustainability of water resources UIIlkr increas-
ing uncertainty (Proc.. Rabat Symp.), D. Rosbjerg et al.. ed., IAHS
Publication No. 240. IAHS Press, Wallingford, U.K., 301-310.

Day, G. N. (1985). "Extended streamflow forecasting using NWSRFS."
J. Water Resour. Ping. and Mgmt., ASCE. Ill, 157-170.

Hillier, F. S., and Lieberman, G. J. (1969). Introduction to operations
research-appendix 2: classical optimization techniques. Holden-Day,
San Francisco, Calif.

Smith, J. A., Day, G. N., and Kane, M. D. (1992). "Nonparametric frame-
work for long-range streamflow forecasting." J. Water Resour. Ping.
and Mgmt., ASCE. 118(\), 82-92.

APPENDIXII. NOTATION

The following symbols are used in this paper:

A, = set of indices of scenarios containing average air temper-
ature for period g in lower third of its 1961-90 range;

al,l = coefficient in kth constraint equation on ith weight (for
ith scenario) or slack variable;

B, = set of indices of scenarios containing average air temper-
ature for periodg in upper third of its 1961-90 range;

C, = set of indices of scenarios containing total precipitation
for period g in lower third of its 1961-90 range;
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where

f(w) =M; wso (2Sa)

f(w) =0; w>o (25b)

g(w) =M; w<o (2Sc)

g(w) =0; wo (2Sd)



D,= set of indices of scenarios containing total precipitation
for period g in upper third of its 1961-90 range;

~ = set of indices of scenarios containing values of X for pe-
riod i (x,) not within interval, (ZJ-h zJ);

e. = selected weights sum limit in kth equation, corresponding
to event probabilities specified in probabilistic meteorol-
ogy outlook;

F. = set of indices of scenarios containing values of X for pe-
riod i (x,) within interval, (Z.-h z.);

I( ) = penalty associated with nonpositive argument (large num-
ber used in objective function minimization to avoid non-
positive values);

g( ) = penalty associated with negative argument (large number
used in objective function minimization to avoid negative
values);

L = objective function (Lagrangian) for unconstrained opti-
mization reformulated from objective function for con-
strained optimization by incorporating constraints;

m = number of probability constraint equations selected from
probabilistic meteorological outlooks for use in making
operational hydrology outlook;

n = number of scenarios (number of historical record seg-
ments) available for use in generating operational hy-
drology outlook;

p[ ) = relative frequency in set. of event in brackets, used as
probability estimate;

p = number of "strictly less-than" probability constraint in-
equalities selected from probabilistic meteorological out-
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looks for use in making operational hydrology outlook;
Q,=total precipitation over period g;
q = number of "Iess-than-or-equal-to" probability constraint

inequalities selected from probabilistic meteorological out-
looks for use in making operational hydrology outlook;

q,., =total precipitationover period g of scenario i;
r = number of interval limits defining r + 1 intervals of real

line for variable's values;
T, = average air temperature over period g;
t,., = average air temperature in period g of scenario i;
w, = weight to apply to ith value of X (x,) in set of possible

future scenarios, or added "slack variable" to convert
inequality to equation;

X = meteorological or hydrological variable;
x, = value for variable X in ith scenario in set of n possible

future scenarios;
Z. = kth interval limit (k =I, . . . , r) defining r + 1 intervals

of real line for variable's values;
9,... = reference total precipitation "V-probabilityquantile for pe-

riod g;
>.. = Lagrange multiplier, representing unit penalty associated

with violation of kth constraint equation in optimization;
~. = reference "V-probability quantile for variable X;

T,... = reference average air temperature "V-probabilityquantile
for period g;

4»J= probability limit for most-probable interval outlook for
interval j; and

{} =set of indices of scenarios.




